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This paper presents algorithms for labeling the connected components of a
binary image using a hypercu ~2 r s Iyfl e-exchange computer, The algorithms
label the components of an NY72x N' pixel image in O~log N) time using a

*hypercube or shuffle-exchange computer with N processors and a constant amount
of memory Per processor. T~e algorithms that are presented are the first to
solve this problem in O(log N) time. The algorithms are based on a divide-
and-conquer approach and use as a subroutine an O(log N) time PRAM algorithm
for 'labeling the connected components of a graph. The simulation of the PRAM
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-'by the hypercube and shuffle-exchange computers is pas;cularly efficient
because the PRAM that is being simulated has only O(N ) processors and
memory cells. (i
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Hypercube and Shuffle-Exchange Algorithms

for Image Component Labeling

R. Cypher (*) J.L.C. Sanz (**) L. Snyder (*)

(*) Computer Science Department (**) Computer Science Department

University of Washington - Seattle, Wa. IBM Almaden Research Center - San Jose. Ca.

Abstract The hypercube, the shuffle-exchange and the PRAM are all
models of parallel computers. All of these models -perate in

" This paper presents algorithms for labeling the connected corn- a synchronous, SIMD manner. Let the processors in each

ponents ot a binary image using a hypercube or shuffle-exchange model be numbered 0 .. N-1. In the hypercube and snw7e-
* computer. The algorithms label the components of an N 1 2 x exchange computers each processor has a constant amount of

N1 1 pixel image in O(log 2 N) time using a hypercube or shuffle- local random-access memory and can communicate wth other
• exchange computer with N processors and a constant amount processors through a fixed interconnection network. In :.he
* ! of memory per processor. The algorithms that are presented hypercube, processor i is connected to processor j if the bin.a "

are the first to solve this problem in O(log N) time. The representations of i and j differ in exactly I bit posiion. In

algorithms are based on a divide-and-conquer approach and the shuffle-exchange, processor i is connected to processor - if
use as a subroutine an O(log N) time PRAM algorithm for j = Shuffle(i), j = Unshuffle(i) or j = Exchangeti) where

- " labeling the connected components of a graph. The simulation Shuffle(i) = 2i mod (N-I), Unshuffle is the inverse of ShuT1e,
of the PRAM by thetypercube and shuffle-exchange computers and Exchange(i) = i+ I - 2(i mod 2) (15). A hype-cube or

is particularly efficient because the PRAM that is being simu- shuffle-exchange of size N is a hypercube or shuffle-exchanzge

lated has only O(N 3'4 ) processors and memory cells. computer with N processors.

1.- Introduction In the PRAM, all processors have access to a common
memory. In a single time step, all processors can read from or

write to the common memory. A PRAM of size N is a PRAM

The problem of labeling the connected components in a binary computer with N processors and N words of memor'. Variar.:s

image is addressed. This problem is of great importance to the of the PRAM model differ in allowing multiple processors -
• image processing community because it forms a bridge between multaneous access to a single memory location. T.e rn:.st

low-level iconic algorithms and high-level symbolic ones (13),(17). powerful type of PRAM :s the CRCW (concurrent read, cen-

Because of its importance, a large number of parael, algorithms current write) PRAM. In this model, any number of p:ocesscrs

* have been developed for image component labeling may simultaneously read from or write to a single memcr
. ,. This paper presents algorithms for location. When more than one processor tries to read from a

image component labeling using hypercube and shuffle- single memory location, all of them succeed. When rnore than
* exchange computers. These algorithms are asymptotically one processor tries to write to a single memory loca::on, che

faster than previously known algorithms for the problem using of them succeeds. The selection of which proce s, w .. e.s
these types of parallel computers. The remainder of this section depends on which type of CRCW PRAM model is being used_

exarrunes models of parallel computers, the image component

labeling problem and previous work in the area. Section 2 The input to the image component labeling probem is an
describes some previously published algorithms that will be N 1 2 x N 1 '2 array of binary pixels. Two I-valued ;,xels oire

* used as subroutines. In Section 3, the hypercube and shuffle- adjacent if they share a vertical or horizontal edge, and t.e '

exchange algorithms are presented and analysed. Section 4 are connected if there exists a path of adjacent I-valued pxels
contains conclusions. from one to the other. The image component labelit ,.
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is to label each I-valued pixel such that any two I-valued pixels shuffle-exchange computer. The input is a set of R -ecor, s.

rcei',e the same label if and only if they are connected. A set stored no more than onc per processor, in an N processor

of pixels that must receive the same label is a connected corn- machine. The output is the same set of records, now storei
ponent of the image. one per processor, in the first R processors. Nassuni and Sah..

present an O(log N) time algorithm for this operation. A sLignt

The tmage component labeling problem is a special case of generalization of this problem starts with R records, stored no

the graph component labeling problem. Specifically, given a more than K per processor, and returns wtth the records stored
binary image I, create the corresponding undirected graph G in the first ceiling(R/K) processors, again having no more than

(V, E) where V consists of the I-valued pixels in I and E K records per processor. For any fixed value of K, this gencr-

consists of all pairs (i, j) where i and j are adjacent I-valued alized version of the problem is easily solved in O(log N) time

pixels in I. The connected components in G correspond exactly by simulating a KN processor machine with an N processor

'~'to the connected components in I. As a result of this corre- machine and running Naqsirnm and Sahni's algorithm on the

spondcnce, graph component labeling algorithms can bo used simulated machine. This generalized algorithm will be cai'ed
to solve the image component labeling problem. the Compress(K) algorithm.

In /1), Shiloach and Vishkin present a PRAM algorithm The paper that presents the Rank and Concentrate aigo-
-. for labeling the connected components of an undirected graph rithrns shows how a single operation of an Arbitrary-CRCW

containing v vertices and e edges. Their algorithm requires PRA'M of size N can be simulated in O(log2 N) time by a

O(log v) time on a CRCW PRAM of size v+ 2e. The type of hypercube or shuffle-exchange of size N. The simulation algo-

CRCW PRAM that they use will be called the Arbitrary-CRCW rithm consists of an O(log2 N) time bitonc sort and a number

PRAM. In this model, the processor that succeeds in writing of O(log N) time routines. Thus the O(log2 N') time of .he

.. , ~ to a contested memory location is chosen arbitrarily. By using simulation algorithm is due solely to the time required for t"te

-. the correspondence between graph and image component la- bitonic sort.

being that was discussed above, it is clear that Shiloach and

Vishkin's algorithm can be used to obtain an algorithm for Another important subroutine is also giv.n by Nassu and
labeling the connected components of an N1 ' 2 x N 1

'
2 image in Sahni. In (11), they present algorithms for sorting data on

-- O(log N) time using'An Arbitrary-CRCW PRAM of size N. hypercube and shuffle-exchange computers. For anyv fLied
value of K > 1, the least-significant-digit radix sort algorith.mn

In (1o), Nassirni and Sahni present an algorithm for simulating that they present sorts N integers, each of which is in the ranre
a PRAM with a hypercube or shuffle-exchange computer. Their I .. N' +IK, in O(log N) time using a hypercube or shufTe-

algorithm simulates a single operation of an Arbitrary-CRCW exchange of size N1 
+ 1 K. This algorithm is important because

PRAM of size N in O(log2 N) time using a hypercube or it can be used to simulate a single operation of an Arb:trar%-

shuffle-exchange ofkqize N. Using this simulation and the CRCW PKAM of size N with a hypercube or shuffle-exchane
PRA%,M algorithm mentioned above, it is possible to obtain an of size N" + K in O(log N) time. This simulation is identical
O(log3 N) time algorithm for labeling the connected components to the O(log2 N) time simulation presented in (1C), exce-2t that
of an image with a hypercube or shuffle-exchange computer. the bitonic sort is replaced by the least-significant-dig:: radix

The algorithms presented in this paper improve upon this result sort. This O(log N) time simulation algonthm will be refetred

by requiring only O(iog 2 N) time. They are the first O(log2 N) to as the FastSimulation(K) algorithm.

time algorithms for labeling the connected components of an

image with a hypercube or shuffle-exchange computer. The other subroutine that will be used in this paper .s

-" -Shiloach and Vishkin's PRAM algorithm for labeling .-e con-

* nected components of a graph (14). As was mentioned earuie,
2.- Subroutines their algorithm uses an Arbitrary-CRCW PRAM of size v- 2e

to label the connected components of a graph contang v

" There are a number of previously pobL~hcd a!gorithms that vertices and e edges in O(log v) time. In order to descrbe thetr

are used as subroutines in the current paper. This section e.vcrit-, a few terms must be defined. A rooted tree is a

Sbriefly discusses these subroutines. One useful subroutine con- directed graph where: I) the underlying undirected grapri is a

* '. * sists of the Rank and Concentrate algorithms presented in (0). tree, and 2) there is a directed path from each vertex te
.r, tcd tree to tilc root c iLC . .. \ rootea Oca , ,7 s a z-A

"This Sl;rCJL.,: 1, - 0 !O , " -d i d
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in which every vertex (including the root) points directly to the pLished by using Shiloach and Vishkin s log TM z..e .

root. algorithm for labeling the conneccd c-mponents -- az--n':
This gives the border pixels their corrcct labe's (r t .igur-- 2

In the algorithm each vertex i has associated with it a Then the non-border pixels are relabeled accor.ing .:: he - nei

variable D(i) that poits to some vertex in the graph. If the that were assigned to the border pixels. T-..s is _e ,-.-L-e:

pairs (i, D(i)) are viewed as being directed edges, then the labeling of the components in the image ksee Fieu. 4). -).
variables D(i) define a graph that is called the pointer graph. the last step changes the labels of sorne of *he - c

Throughout the algorithm, the pointer graph consists of a for- This step is required in order to make the recuxve .----

est of rooted trees. At the start of the algorithm, D(i) = i for correctly.

S.m -all i, so the pointer graph consists of v rooted stars each con-
tainine I vertex. The algorithm proceeds by performing a The details of the image component :abeLg a_':rtn- ar-
number of shortcut" operations that reduce the heights of the given below. It is assumed that N = 4n. Each prx'-sscr _ -,

rooted trees and "hooking- operations that merge rooted trees. a variable D(i) that holds the current 1 fl C its -_tel.
-,'S. At the end of the algorithm, the pointer graph consists of a

forest of rooted stars, where each star contains the vertices of
one of the connected components in the original graph. Thus Step 1:

the D(i) pointer fields can be considered to be labels that
* partition the graph into connected components. Because each * If N = 1, set D(i) := i. Otherwise, recursively -_.:el --m V,

shortcut and hooking operation requires constant time, and x M windows of the image in paralleL where N ! 2 an.

because Shiloach and Vishkin prove that only 0(log v) shortcut m = ceilxng(n 2). This step sets the iariable DI in i2l a'

and hooking operations are required, the entire algorithm runs the processors.

in 0(log v) time.
Step 2:

a Let S = the set of processors that are on tze b,-.:ers -
3.- The Image Component Labeling M x M windows and contain l-value-± pLxe.s. F-7 eac- i i
Algorithms S, processor i creates up to 4 edge records as ::->ows. Fo-

each j in S, if i is adjacent to j and if i and ; are = dif.:-

M x M windows, then processor i creates the rec. a < _ J >
Having discussed the necessary subroutines, it is now possible If D(i) 4 i, then processor i creates the records i. D :)>
to describe the O(log N) time hypercube and shuffle-exchange and < D(i), i >.

algorithms for image component labeling. This section gives a

Pr_'. brief description of the algorithms. This description is accom-
, paried by an examp9 that is presented in Figures 1-4. Then

a more detailed description and a proof of correctness are given.
Finally, an analysis of the running time is presented. each processor holding at most 12 edge records. Te C om-

* . press( 12) subroutine is used to accon'..:'.sh this.
The hypercube ,nd shuffle-exchange algorithms are very

closely related to one another. Both use N processors to label
the connected components in an N 1'2 x N 1" pixel binary image
(see Figure 1). They are based on a divide-and-conquer tech- Shiloach and Vishkins O log N) time PR.AM aL..:nth:-_

nique where the N pixel image is divided into approximately is used to label the connected compo ts of the ia-r--

Nf 2 square windows each containing approximately N , pixels.• &'- resented by the edge records created =' Seo.," = :ezE,
4. '.- The connected components within the windows are labeled

-- using a recursive call (see Figure 2). records form the input ector E a.2 the -roz-sors
'€" correspond to the PRAM precessors --sed _ t ," .cr--_._=

Notice that there are at most 12N 3 
4 e-4zrecorz., Ind -\

- After the windows have been labeled, adjacent I-valued processors in S. The Fast Simulate, algzrnt- .s sz

pixels have the same label unless they lie on the borders of simulate Pi! Arbitrarv-CRCWV PRA\ . se 0i , S \ 0-n
!iFl-rent windows. Ihe next task is to corrc~t the labels of the hypercube or shuffle-exchange of size T. his -:o re..uoe2

pixels that lie on the borders of the %%-indows. This is accom- the border pixels.

'' - - "- " ". "- -. ". . - " . " ; -.' "-.,. % " 'S, S. , - , g - ' V'4 m . ,/ ;'1. '- .'-D " .- .'. i'.'- %' -,' .-
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Step 5: Proof: (Omitted)

0 All processors (including those not in S) set D(i) := D(D(i)). Claim 3 shows that the image is correctly labele.: -:'ter _:e-

At this point each connected component in the N' 2 x N' 2 5. Because Step 6 only relabels some of .he comp:-ntns. anc
image is represented by a rooted star. This step relabels the no two of the components are given the same new abe_ the

non-border pixels according to the labels that were assigned image is also correctly labeled after Step 6. Step 6 -,'ures -ha:
to the border pixels in Step 4. all of the image components that contain an ejeme:: of 7 are

rooted in T. This is necessary so that when the a::nt._ is

Step 6: called recursively in Step 1, the labeis that are ass:gne: zaratee
that in Step 2, if i is in S then D(i) is also in S.

Xp, Let T = the set of processors that are on the border of the
N"'2 x N 1 '2 image. For each i in T, processor i attempts to Step 2 requires constant time. Step 3 requires Od'cr N.

set D(D(i)) := i. For each variable D(D(i)) being wTitten time. Step 4 consists of O(log N) PRAM steps. eac: :f -ich

to, it is assumed that one (arbitrarily selected) write attempt is simulated in O(log N) time, so Step -1 requires C01oe N-1

succeeds. Then all processors set D(i):= D(D(i)). This step time. Steps 5 and 6 can each be considered to re a s-e_le
assures that the recursive call will work correctly. operation of an Arbitrary-CRCW PRAM of size N. znc zan

be simulated in O(log2 N) time 1O0). The total time .or 5-ps
After Step 1, any pair of pixels that have the same label are 2 through 6 is thus less than or equal to Clog N 5or s..me

in fact in the same connected component. However, it is constant C, and the total time for the algorithm is ti.s 0--o

possible that more than one label has been assigned to a single N).

connected component (this happens whenever a component

appears in more than one window). The purpose of Steps 2-5

] is to relabel pixels so that only I label is assigned to each

connected component. It will be shown that Steps 2-5 do in 4.- Conclusion
fact accomplish this.

This paper has shown that O(log2 N) time image c:-Pcn--nt
Let Label(i, k) bethe label assigned to pixel i after Step k. labeling algorithms are possible on the hypercube am sh'..ie-

Let G be the undirected graph created in Steps 2 and 3. Note exchange computers. The algorithms that are prese--.d =.e

. that G = (V, E) where V = S and E is the set of all unordered use of a divide-and-conquer strategy. The image is d:-.:ded into

pairs (i, j) %nere i and j are in S, and either j = Label(i, 1) or windows that are labeled recursively, and the resuls of tzse

else i and j are adjacent and located in different M x M windows. labelings are then combined to obtain the final res.t. -- e

combination step uses a PRAM algorithm for la.-: ng -.he
Claim 1: If Step tl correctly labels the M x M windows, connected components of a graph. The key to the a.-on-ms

then for -U i,j in S, Label(i, 4) = Label(j, 4) if and only if i is the reduction of the amount of data that must '-e rc. .ed

and j are in the same connected component in the image. during this combination step. This reduct:on is due:: -e :act

* that only the borders of the windows need to be cc:.aerz.-_
Proof: (Omitted)

These algorithms demonstrate that PRAM algo.--s -an

Claim 2: If Step I correctly labels the M x M windows, be very helpful in designing fast algorithms for realist:: para.Siel
then for all I-valued pixels i and j, Label(i, 5) = Label(j, 5) if machines, but that they must be used careilLy. A rwa.ehfor-

- and only if i and j are in the same connected component in ward approach would simply simulate the PRAM _zcr.n
* the image. on the hypercube or shuffle-exchange computer. This ;_Tpr:..ch

ields O(log 3 N) time algorithms. By using a dijde-ae:-co:: r .ei-
-- Proof: (Omitted)LA lotm n -iapproach and only simulating the PRAM algoth. .:e.e

amount of data to be processed is reduced. 0lz-: \, "L.e

Claim 3: For all 1-valued pixels i and j, Label(i, 5) = algorithms are obtained.

* Label(j, 5) if and only if i and j are in the same connected

component in the image.

"-A. 4,i -N
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